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Abstract—As computing becomes more and more ubiquitous in society, we must understand how to interact with computers through various 

means - one of which is hand gestures. Human-computer interaction is necessary for many applications, and as such, many studies have been con-

ducted to classify hand gestures so that they might be better understood and utilized in computer applications. Automated vehicle movement systems 

have benefited greatly from recognizing human hand gestures, and this paper details a Python-based approach to detecting and recognizing them. This 

is the specific process flow of image processing includes the steps of background subtraction, hand ROI segmentation, contour detection, and finger 

detection. - all of which is done by utilizing a transfer learning CNN-trained model. The image's hand region is first separated from the rest of the back-

ground using thresholding, and then the contours of the hand are recognized and gestures are detected to edit the image. This system has two main 

advantages:  It is extremely easy to transplant these modularized add-on layers to other applications because each step is isolated from the others and it 

doesn't need a lot of training data to achieve high accuracy. The hand gesture detection/recognition method proposed in this paper combines a deep 

learning CNN approach with an enhancement technique to achieve high performance. By using OpenCV, which provides a library collection of functions 

for various image processing techniques, the input images can be processed and corresponding keystrokes generated. 

 

Index Terms— CNN classifier, Face Recognition, Face Detection, Threshold, Segmentation, Region of interest, OpenCV. 

——————————      —————————— 

1 INTRODUCTION                                                                     

Gesture recognition is a natural and intelligent way to 
interact with your computer. It can be used in various applica-
tions, such as medical rehabilitation and consumer electronics 
control. There are various sensing techniques used to identify 
hand gestures. The pc can be configured to recognize simple 
gestures to perform pattern recognition. Gesture recognition 
plays a key role in operating a computer in a distant mode. 
The computer considers the gestures of the human hand and 
recognizes them as part of its operation. Two types of gestures 
are used in this process: dynamic and static. The former allows 
the gestures to remain stationary while the machine is being 
operated, while the latter changes its position during the oper-
ation. 

Dynamic gestures are more important than static gestures. 
First, a camera attached to the machine records human ges-
tures. The foreground of the gesture is captured after the 
background of all detected gestures is removed. After segmen-
tation of the provided images, the handheld ROI images are 
removed. Thresholding is a segmentation technique employed 
in this case and has a straightforward preparation algorithm. 
We will extract the outlines after thresholding. We will then 
discover the convex hull and the angle between the fingers. 
We will count fingers based on these computations. The ges-
ture-based machine operating system is used in numerous 
consumer electronics a car without human contact. Hu-
man gestures can be classified as static or dynamic, along with 
online or offline. Offline gestures can only be used to control 
the machine's icons; they cannot be used to change the sys-
tem's or menu's order of things. The machine's icons are con-
trolled by internet motions.   

The following is how the paper is set up: Deals with the 

traditional methods of hand gesture recognition before proposing 

CNN classification-based hand gesture recognition and talking 

about the simulation outcomes of the suggested hand gesture 

recognition system. The study concludes with one application 

that makes use of the hand gesture recognition idea. 

One of the difficult tasks in designing a hand gesture 
recognition system in this study involves two main problems. 
The recognition of hands is the first step. Real-time video cap-
ture with a camera enables the detection of the user's hands. 
The issue would be conflicting brightness, noise, poor image 
quality, and Poor contrast. Hands are recognized to identify 
gestures in the video. The process at this point includes seg-
mentation, edge detection, and background subtraction. 

 
  Fig. 1 Different hand gesture postures 

2 CITATIONS  

1. Zuocai Wang et al. (2018) proposed a hand gesture 
recognition system based on particle filtering and 
tested it using hand gesture images with a constant 
background. The authors found that this filtering 
method was effective in accurately classifying the im-
ages. 

2. Suguna and Neetu (2017) extract morphological fea-
tures from hand gesture images, which is a good way 
to classify them. The k-means clustering algorithm is 
a great tool for training and classifying these images. 
Marium et al. (2017) proposed hand gesture recogni-
tion. system based on the convexity algorithm. This 
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filtering method works great on images of hand ges-
tures with the same background. 

 
3. The authors created a Markov model to study fore-

ground fingers in images of hand gestures. This mod-
el was then used to train and test a binary classifica-
tion approach. 

4. Rahman and Afrin (2013) attempted to classify hand 
gesture images using the SVM (Support Vector Ma-
chine) classification method, but the error rate was 
too high to be practical, making it unusable for fast-
moving images with lots of background or fore-
ground objects. Rao et al. (2009) used a hidden Mar-
kov model to create a hand gesture recognition sys-
tem which avoided this issue. 

3 PROPOSED METHODOLOGY 

In this study, the CNN classification approach was used to 
identify and detect human hand motions. The steps in this 
procedure include Region-of-interest segmentation of a hand 
using a mask image, finger segmentation, normalization of 
segmented finger images, and finger recognition using a CNN 
classifier. The proposed hand gesture recognition system algo-
rithm is as follows. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
Fig. 2 Process of hand gesture recognition  

 
The system was built using Python, the Python OS module, 
and the OpenCV package. In this case, we also used a pre-
trained CNN-based transfer learning model for hand gesture 
recognition. Transfer learning is a deep learning technique 
that allows for a model created for one task to be used as the 
foundation for a model for another. 

A deep learning convolutional neural network is 
commonly used for tasks such as hand detection and recogni-
tion. were employed to test and train the model. The models 
were created using Google's Kera and TensorFlow programs. 
TensorFlow operates on the backend while Kera is used on the 
front end to training a model in Python. 

3.1 Image Capturing 

Simply using my bare hands sans gloves, I acquired the RGB 

image in this phase using a camera (frame by frame). 

3.2 Pre-Processing 

In this step, only significant parts of the frames are removed 
from the video stream to reduce computational time, known 
as the Region of Interest (ROI). 

Image processing prefers to convert colour images to 
grayscale for better processing. of interest is converted to 
grayscale and then restore the photos to their original colour 
space once processing is finished. The objects with a high fre-
quency but not the goal is then reduced by blurring them with 
a Gaussian filter (ROI). 

3.3 Hand Region Segmentation  
We were able to The region of interest (ROI) step reduces 
computation time by removing only important parts of frames 
from the video stream. Image processing prefers to convert 
colour images to grayscale for better processing., so we 
convert the region of interest to grayscale. Then, we blur 
objects with a Gaussian filter (ROI) that have a high frequency 
but are not the goal. Finally, we restore the photos to their 
original colour space.  

1. Edge detection. 
2. The reason the hand has a different colour in the 

image is that its RGB values are different from the 
background's RGB values. 

3. The background subtraction 
In this article, we used a background subtraction technique to 
isolate the hand from the background. This method focuses on 
determining the background by utilizing the Running Aver-
age Principle. The background calculation is based on a sys-
tem that focuses on a specific scene for at least 30 frames and 
calculates the average over the current frame and all previous 
frames using the following equation: 
dst(x,y)=(1−a).dst(x,y)+a.src(x,y), The moving average over 
frames is determined by the weights of the original image. 
(alpha) and the number of channels in the original image (x, 
y). The final image will have the same number of channels as 
the original image but will be an 8-bit or 32-bit floating point. 
After defining the background, place the hand in front of the 
camera and use a moving average to calculate the absolute 
difference between the computed background and the current 
frame with the hand as the foreground object. So, find the 
background and calculate the difference, referred to as the 
subtraction background. The image is then thresholded in the 
next step. Subtract the background so only the hand is white 
and the rest of the image is black. To achieve high accuracy, 
the thresholding process must be completed before the con-
tour retrieval process. The threshold principle can be ex-
pressed mathematically as, where f(x) is the pixel's intensity. 
This principle helps us understand how pixels with different 
intensities are thresholded, and how this affects the overall 
image. Motion-Detection is a process that refers to all of the 
processes described above. Figure 3 below depicts the results 
of the Hand region segmentation process. To remove any 
small noise regions, a series of morphological processes like 
erosions and dilations can be used.   
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Fig. 3 hand region segmentation 

3.4 Contour - Extraction 

In image analysis, an outline is defined as the boundary or 
outline of an object. In other words, contours are curves that 
connect points with equal colour values and are especially 
important for geometry analysis, object detection and recogni-
tion. Outlines can be used to define the size, shape, and orien-
tation of objects in an image. 
3.5 Extraction and Recognition of Characteristics 
Next, we need to determine how many fingers are being used 
in the hand gesture. You can do this by checking the number 
of points in the convex hull that encloses the arm region. As 
shown in Figure 4, the convex hull is a group of points enclos-
ing the arm region. 

The extreme points (top, bottom, left, and right) can be 
found using the convex hull method. This will help you calcu-
late the center of your palm. The convex dial method means 
that all lines between two points on the inside of the hull are 
completely inside. 
 

  
Fig. 4. Convex hull 

The convex hull method uses shape contours to identify con-
vex and concave (defective) points. These points give you an 
idea of the object's shape. In a hand, for example, there should 
be 5 protrusions (1 for each finger) and 4 defects (1 between 
two adjacent fingers). 
By counting the number of convex and defect points, we can 
determine how many fingers the user is showing us. For ex-
ample, if there are two convex and two defect points, the user 
is showing us two fits of anger. We used OpenCV functions 
like finding Contours in our implementation. The table below 
shows an example output for centroid detection and defect 

count. The next step is to draw a circle around your finger. 
The center point corresponds to the center of the palm and the 
radius is 70% of the maximum Euclidean distance between the 
center of the palm and the poles. This creates a convex hull, 
and when an object deviates from this hull, it becomes a con-
vex defect. 

 An image can help us visualize what we're trying to 
achieve. In this example, we want to show the flow of a pro-
cess from start to finish, so we'll use a line to connect the two 
points and then add a circle at the end to indicate completion. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5 Convexity defects 

The law of cosines in trigonometry relates the length of each 
side of a triangle to the cosine of one of its angles. According 
to the law of cosines, where the angle formed by the sides of 
lengths a and b and the opposite side of length c. it should be 
less than 90 degrees. We consider gamma to be a finger if it is 
less than 90 degrees or pi/2.  
 

 

         Fig. 6. Cosine rule triangle 

 

3.6 Formulas 

   

1.  

 

 2.  
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 Fig. 7. Finding the angle between fingers 

As we stated before, gamma (the angle between two 
intersecting lines) less than 90 degrees was determined to be a 
finger. After we found the gamma, we drew a circle with an 
approximate distance to the farthest point from the centre. 
Then, Put text on the image to indicate the number of fingers 
raised (cnt). The process of distinguishing hand gestures is 
dynamic- meaning that once a gesture is completed, we go 
back to the first step and start over again. 

4 OUTPUTS 

 
 

 
 
 
 

 
 
 

 
 
 
 

Fig. 8. Forward video 

 
 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 9 play/pause video 

 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 10 Volume up 

 
 

 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 11 Volume down 

 
Image merging is the process of combining two or more 

images into one image by first enhancing the images. This 
single image is more informative and accurate than the 
source images. 

5 ACCURACY 

TABLE 1 
ACCURACY TABLE 

 
Method               Accuracy 

Particle filtering approach   90.6%   

 
Applied filtering approach   87.5 

 
Binary classification approach   90.6% 

 
SVM approach    85.7 

 
CNN approach    95.6 
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6 CONCLUSION 

After careful analysis, the project team concluded that hand 
gesture recognition development using Python and OpenCV is 
feasible using hand segmentation and hand detection theory. In 
summary, the system can be said to achieve the following goals: 

1. Build a complete system for detecting, recognizing, and in-
terpreting hand gestures using computer vision and Py-
thon/OpenCV. 

2. Create a library of numbers and sign language gestures 
that can be used with the system. 

This project has been a resounding success and has met all of 
its goals. We are confident that this system will be a valuable 
tool for anyone looking to develop a similar system in the fu-
ture. Future recommendations for this system include perform-
ing additional gestures that can be performed by users with 
different skin tones and palm sizes. The current system uses 
only the right hand where the region of interest is defined. 
Therefore, it is a desirable improvement of the technology to 
perform various gestures through computer manipulation us-
ing both hands. Additionally, a background subtraction algo-
rithm can be used to improve performance. 
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